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Abstract

In recent times, prediction of student’s acadeneidggmance at higher secondary level examinatiomares a difficult tasl It
requires vast amount of academic, saaionomic and other environmental factors for prompan efficient prediction mode
Moreover the selection of appropriate algorithmrfardel construction is also a r-trivial process. To this end, we explore
use of Bayesian networks for predicting academitop@anceof highersecondary students in India, based on values @b-
economic and other academic attributes. We preseanalysis on the data obtained from the studdrttse higher seconde
schools containing 35 attributes with 5650 datacisi The paper explains the application of theeBn approach in thield
of education and shows that the Bayesian netwagstfier has a potential to be used as a tool fediption of student”

academic performance

Keywords: Higher Secondary Education, Student Performancetufe Selection, Simple Estimator, SeaAlgorithms,

Bayesian Network Models

1. Introduction

Examinations servea unique position as a measure
assessing the academic performance of a studefdactinthe
performances of students in the examination maiely on
three factors namelgiemographic,academienvironmer and
socio-economic factofgleasuring of acadeim performance
of students is challenging tasks since studenbpadnce is i
product of these three factors. Especially, aceupaedictior
of student performance is helpful in order to pdeva studer
with the necessary assistance in the learning psoce

In this study, we suggest an efficient predictivaagnining
model using Bayesian Network (BN) approach for roeag
the student academic performance at higher secpeizel

Accordingto Tuckman (1975), academic performance
excellence is sed to label the observable manifestatior
knowledge, skills, concepts, and understanding ideds. Ir
educational institutions, success of the studentdasured b
academic performance, or how well a student meatslards
set out by an educators chthe institution itself. As care
competition grows ever fierce in the working worlthe
students are the focus of attention of parentsilyamembers
and teachers those who believe that good acadessidts
will provide more career choices and jolxwwéty. Although
education is not the only road to success in theiwg world,
much effort is made to identify, evaluate, tracki @mcourag:
the progress of students in schools. By providinge
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considerations to these existing facts, it is fie#tt ttere is a
need for devising a method of measuring acad
performance of students at higher secondary leverder tc
create plans for improvement during their coursstodly

We provide comprehensive Bayesian network modelshie
student performarmcat higher secondary level with differe
categories of class variable. Useful results arawd
concerning the prediction efficacy and the operst
potential of BN models.

2. Bayesian Networks

A Bayesian Network [2][5] is a higlevel representation ¢
probability distribution over a set of featurestthee used fo
constructing a model of the problem domain. Theelief

the Bayesian Network representation lies in the wagh
structure can be used as a compagtresentation for mar
naturally occurring and complex problem domains.ord
over, a Bayesian network model is constructed kpliay

determining all the direct dependencies betweenféhtures
of the problem domain. In a Bayesian network eaobe
represents one of the observable features of tloblgm
domain, and the arcs between the nodes represerdirtct
dependencies between the corresponding variablas
addition, each node has to be provided with a tatfl
conditional probabilities (CPTWhere the variable in questi
is conditioned by its immediate predecessors im#ta/ork.
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In recent years, there has been much interedeaming construction. An essential step in prediction model

Bayesian networks from data. Learning such modsls donstruction is selecting the features used fossifigation.
desirable simply because there is a wide arrayffeahe-shelf The features. as shown in Table-1. are considevedBN

tools that can apply the learned models as expstemss,
diagnosis engines, and decision support systemd.¢&rners
also claim that adaptive Bayesian networks havesatdges
in their own right as a non-parametric method fengty
estimation, data analysis, pattern classificatéord modeling.
Using Bayesian network representation, we will hageeral

Variable _

advantages:Incorporation of prior knowledge, Valinta and Name Description
insight, learning causal interactions. (1) SEX student’s sex

(2) BMI student’s body mass index
A number of Bayesian Network prediction models hagen (8) VAcuity student’s eye visual acuity
proposed for Student performance prediction in edéft (4) COMM student’s community
academic environment. Nghe, Janecek, and Haddayy [6 (2) EEET pthf'c‘:‘,"yfhagﬂcﬁgped or not
discussed the accuracy of Decision Tree and Bayesia 27; FAM-SIZE ztz dzzt,z fgfmlyziz'e
Network algorithms for predicting the academic parfance (8) [Area student’s fving area
of unde_rgrqdugte_ and postgraduate students at iffeyedht () NoEB number of elder brothers
academic institutions and they compared the acgufac (10) No-ES number of elder sisters
predicting student performance. (11) No-YB number of younger brothers

(12) No-YS number of younger sisters
Pardos Z.A et all [7] employ the use of Bayedi&tworks (13) JIFamily student's family status
to model user knowledge and for prediction of etud (14) TranSchool | mode of transportation to school
performance in 8 grade Mathematics within their (15) Veh-Home | own vehicle at home
ASSISTment online tutoring system. Xenos M.K [9pblibgs (16) PSEdu student had primary education
Bayesian Networks for modeling the behaviour ofgshalents (17) EEdu type of institution at elementary
of a bachelor course in computers in Hellenic Ogaiversity level
and achieves the high predictive accuracy of studen (18) Stve type of_secondary syllabus
behaviour. (19) XMARK-P percentage of marks obtained at

secondary level

(20) MED medium of Instruction
Bekele and Menzel [1] used Bayesian networks talipte (21) PTuition private tuition- number of subjects
performance of high school students. Their mod#gaized (22) GROUP group of study

students into three categories: below satisfactatisfactory,
and above satisfactory.

In this paper, we present a BN model with differeatirch
algorithms which is different from what is alreagsesented
in the literature. We use, socio-economic, persamal other

. . . ; (29) FEDU father’s education
native domain knowledge attributes to determinelével of (30) FOCC father's occupation
performance by employing Bayesian network modeling (31) FSAL father's monthly income
technique. (32) MEDU mother’s education
(33) MOCC mother’s occupation
3. Data Source (34) MSAL mother's monthly income
(Response
In this work, the main source of data for the stislgomplied Variable) marks/grade obtained at HSc Level

by collecting student’'s key demographic detailsmifg

marks

obtained in higher

Table 1Features used in performance prediction

(23) TYP-SCH

type of school

(24) LOC-SCH

location of school

(25) SPerson

sports/athletic

(26) Spindoor

type of indoor game

(27) SpOutdoor

type of outdoor game

(28) CStudy

care of study at home

(35) HScGrade

model construction. The dependent variable is H8d& -
percentage of
examination is taken as class variable.

secondary

details, socio-economic details, and previous atétle Classification and Prediction are two forms of datalysis

performance at secondary level from different s¢hoo

The above details were collected from the studemt®

appeared for their final examinations in April 20@9 person
by a questionnaire. The marks obtained by thas#ests at
their final examinations were collected from thencerned
Chief Education Officer (CEO). A total of 6000 dakts were

that can be used to extract models describing itapbdata
classes or to predict data trends. Since HScGradeclass
variable, the feature selection as well as stugenformance
prediction models are extensively studied by vagyihe
number of cases of class variableHScGradeiz. two-case
(pass, fai), three-case very-good, good, podr five-case

collected from three educational districts of Taradu based (excellent, very-good, good, fair, pgorand seven-case

on the average literacy rate of Tamilnadu. Afteracling, we valuesQ, A, B, C, D, E, F). The labeling of class values have
had 5650 data sets and they have been used forl mode
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been fixed based on the marks obtained at theihehig Augmented with Tree (TN) are usedfor constructiray&sian

secondary examinations as follows:

i)

Network structure..

for two cases problem“pass’ for all passed students with W& have trained the Bayesian Network with 2, 3,n8 &
40% and above, andil” for all failure students below categories of class value with 10-fold cross vaidamethod.

40% of marks: Cross-validation is a standard statistical techejgo which,
certain amount of data is reserved for testing ases the

i) for three case problemyéry good representing marks remainder for training. It is customary, to preiiigt the
from 80% to 99%”", ood representing marks from 60%accuracy of the classifier models on given a singiled
to 79%,"poor” representing marks from 40% to 59%d a sample of data is to use stratified 10-fold croatighation as
failed students; suggested by Frank et al in [11]. Table-2illustsatihe

iii) for five case problem, “excellent” indicating marlo0y, Predictive accuracy of BN models with different wx#a
and above, Very good representing marks from 75% todlgorithms against different class values of cleasable —
89%", “good’ representing marks from 60% to 74%HScGrade.

"fair” representing marks from 50% to 59%, and o6p’
indicating marks below 50% and failed students; Acomparison of the percentage of predictive acquicall

iv) for seven case problemO" representingnarks 90% to six algorithms , as shown in Table-2, reveals tB&t,models
100%, “A” means marks from80% - 89%,representing with TAN search algorithm achieves better perforoganver
marks from 70% - 79% representing marks from 60% _othe_rs types_ of search algorithms for all typeslags values
69%, D indicating marks from 50% - 59%, indicating &S given in figure-1.
marks from 40% - 49%, an8 representing marks
below 40%. Table 2 BN Models prediction accuracy in percentage

. Predictive Accuracy

4. Experimental Setup and Results Alﬁf;:m >dass | 3dass | 5.dass | 7-dass

The belief network modeling software employed fdwe t iCiTD (1G9 | (G139 | (1G-19) | (1G-23)

purpose of the experiment is the Bayesian NetwoWEKA (!'C) "MDET 1 82,2575 | 59.1647 40.214| 31.4981

[10]. Building a selective Naive Bayesian classifievolves " 829575 | 591641 40214|  31i03h

singling out the feature variables that best strseparate the CAGDHII : ' - :

different classes under study. The selection ofr@mate Climber(LC) 84.5713 | 59.7169 40.7318  33.8799
feature variables generally is based on data. RepeatedHil | o | .~ T ok

We have used all three types feature selectidmtques and Climber(RC)

arrived the conclusion that hybrid based featurkectien nguseamh 84.8809 | 60.56271 52.1401 31.4636

method outperformed over other two feature selactio (TA,\)I ™ 529154 | 633069 52140l 22316

approaches[8]. The study also reveals that the tzaded (™) : : . :

information gain (ING) method performed well on fou

different class values of the class variable - H&cB. We
have used three rank based feature selection nwethiad

Consistency subset Evaluation (CFS), Chi-Squareedas

attribute evaluation (CHI) and Information Gain riitite
Evaluation(ING). Based on the Peak value of ROC R&hd

Measure values we have chosen best subsets fovem gi

cardinality.

The ING method attains its maximum ROC value witto@
ranked attributes for two class variable HScGradeereas
ING method with 13 top ranked attributes yieldsheigt F1-
Measure for three class variable HScGrade. The hNghod
also exhibits better performances on both five <lasd as
well as seven class variableHScGrade with top 1@ 28
ranked attributes respectively.

We use a simpl&elect Estimator algorithm for finding the
conditional probability tables of the Bayes Networkhis
estimator along with various search algorithms likdl

Climbing (HC), K2 (K2), LAGD Hill Climbing (LC),
Repeated Hill Climbing (RC), TabuSearch (TS) andwdek

90 2-class 3class [ 5-class EE 7-class
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Fig.1. Prediction Accuracy of BN Models

The Bayesian Network structure with higher pregeti
accuracy obtained through TAN search algorithmZalass,
3-class, 5-class and 7-class are depicted in fig(mg — 2(d).
These network structures show casual relationshgieeen
the class variable HScGrade with demographic, previ
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academic performance and socio-economic factorso At

reveals that the class variable HScGrade has strong
level

dependency on i) marks obtained at secondary
(XMARK-P), Type of transportation to school (Tramsol),
medium of instruction (MED), sibling structure (nber of
brothers and sisters) and economic status of thdyfa

[4a-TB

g, \ i
T

" LAres

Figure 2(c). Bayesian Network structure for 5-class

Figure 2(d). Bayesian network structure for 7-class

5. Conclusion

The main objective is to construct BN model to gsalthe
casual relationship between values of socio-econoand
other academic factors with students academic padoce at
higher secondary level. Then enhance the predictbn
academic performance by exploring the dependenteckba
them. Better Bayesian Classifier models with ddfer
categories of class values are achieved for piadictudent
performance. The predictions of student's academic
performance can be useful in many contexts. Foriggioms,

it is important to be able to identify excellenudgnts for
allocating scholarships and fellowships, as welgeiing the
desired groups at the higher secondary level. Bemodel
provides a robust mechanism to predict the academic
performance of higher secondary students with ebett
predictive accuracy.
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